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Abstract

The Internet has been growing rapidly for many years. The routing protocol is keeping track
of changes throughout the network every day to assure connectivity between communicating
end points. A logical consequence of the growth trend is the increase in effort to discover
reachability of all the networks. Networks send update messages to each other to inform about
new or changed paths to other networks. The routing table at each router in the network keeps
track of the routes to designated networks. As it turns out the size of the global routing table
grows at a faster rate than the amount of update messages being send per day. This paper
investigates the different components which together form the actual update message signal
and tries to find a reason behind the faster growth.
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1 Introduction

1.1 BGP

The Border Gateway Protocol (BGP) is the primary global routing protocol used in today’s Internet.
It routes traffic over different administrative domains, while each domain is controlling a collection
of routing prefixes. Each of these domains, or Autonomous Systems (ASes) is under the control
of at least one network operator, whom defines its set of policies. The way BGP routes traffic is
determined by these policies. An AS may notify its direct neighbours (peers) of the routing prefixes
it originates through the use of announcements and withdrawals.

The amount of ASes along with the prefixes and possible routes grows every day [2]. Each AS has to
maintain its own administration of all prefixes and routes in its routing table. A logical consequence
of the growth of the network is the constant increase in complexity of the routing table. Discussions
about the scalability of BGP have been taking place for quite a while [3]. Given the vast size of
the Internet it is hard to perform data analysis and trend prediction [4]. The stability and correct
functioning of the Internet is of such great importance that there is a need for detecting possible
severe issues before they actually occur.

1.2 Problem Definition

Some previous studies on the growth of BGP have shown fairly comforting results [5][6]. Although
the size of the routing table grows at a fast rate, the amount of BGP updates the ASes have to
process (the “churn”) grows at a much slower rate. To get a better understanding of the dynamics
of BGP, it is crucial to investigate the churn’s composition. If there are several distinctive layers
found in the update rate over an extensive period of time, BGP becomes a lot easier to manage and
analyze. By concisely identifying the constant factors in the dynamics of BGP it is also possible to
detect any out of the ordinary behaviour. This could in turn be used to pinpoint “level shifts” [6].
This leads to the following three research questions:

1. Why does BGP churn grow at such a slower rate than the size of the routing table?

2. Is it possible to partition BGP churn into several distinct layers?

3. How are irregularities reliably detected?

To investigate the dynamics of BGP, data about its internal structure has to be collected. Currently
it is practically impossible to get a perfect snapshot of the Internet. Not only would it require a
immense amount of storage, but there would have to be data collectors at each AS as well. Given
the fact that there are currently around 46,000 ASes and 500,000 prefixes [2], it is a lot more sensible
to just focus on a perspective relative to an observation point. Consequently this means the analyses
on BGP will never be flawless. Investigating the Internet will always imply the use of abstractions,
heuristics and incomplete data [7]. Thus generalizing behaviour seen from a specific perspective of
the Internet to BGP as a whole should be done with great caution.

1.3 Hypotheses

Since drawing general conclusions from specific experiments is so hard, conclusions from current
research projects may be taken with a grain of salt. The slower growth of BGP churn could possibly
be attributed to the effects of analyzing a specific AS. In the case of AS131072 analyzed by Geoff
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Huston, the slow growth could be explained by its specific location, namely the edge of the network.
Other ASes with different perspectives may exhibit different behaviour.

Finding constant layers in the BGP update rate may prove to be very difficult. It has been shown that
the announcement rate is very volatile [6]. This combined with the enormous amount of ASes and
prefixes, it is not very likely that the majority of the ASes show predictable (nonvolatile) behaviour.
Analyzing individual ASes, finding common properties and values, and clustering them together
would probably not result in stable clusters over an extended period of time. Therefore investigating
the behaviour of BGP as a whole onto its very specific details (a so-called top-down approach) will
fare much better results.

By looking at the dynamics of BGP from a higher perspective instead of individual ASes, patterns
might emerge. If constant patterns are found over a longer period of time, finding irregularities in
these patterns is less troublesome.

1.4 Approach

Since analyzing a perfect snapshot of the Internet is infeasible, a smaller set of data has to be found.
At the same time this set should be relevant enough to cautiously form conclusions about BGP
dynamics as a whole. RIPE NCC provides data assembled by several collectors placed all over the
world [8]. The collector RRC00, located in Amsterdam, collects default free routing updates from its
peers. As it is a multihop collector it also collects the union of the updates from all that is send to its
peers. Therefore it receives more updates than what would only be send to RRC00 itself. Moreover
the peers of RRC00 are in the default free zone (DFZ), which means they maintain a complete
routing table. On the other hand some ASes may have a default route in their table, which is the
route to be used if no matches for a route in the table are found. Other collectors by RIPE NCC do
not receive default free routing updates and collect only updates from certain members. These are
typically Internet Exchange Points (IXPs) and will not maintain a complete table. Therefore RRC00
will give a more comprehensive view on the real behaviour of BGP. The analyses in this paper have
been done on data collected by RRC00 from 2005 to 2013.

1.5 Importance

Understanding the dynamics of BGP gives us a better opportunity of accurately predicting future
routing issues. Current society can barely afford to lose the advantages that come with the Internet,
so prematurely detecting issues is of utter importance [27]. Since the routing of Internet traffic is
entirely dependent on BGP, BGP plays a crucial role in the world’s communication architecture of
today. Continually monitoring its behaviour in an accurate way would give engineers the essential
step ahead to improve the protocol before problems occur.

By investigating the BGP churn growth and possible clusters in the update rate, the foundations are
laid down for detecting irregularities. If in all the noise and volatility of BGP certain patterns are
found, deviations from ordinary behaviour can be exposed and managed.
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2 Interdomain Routing

2.1 History

In the early days the Internet was composed of several central core routers [9]. Each of these routers
was maintaining the routes to all other routers in a table. Every three minutes these tables were
exchanged to all other routers, possibly with no changes with regards to the previous table. As the
network quickly grew larger and larger, updating the routing tables became more tedious. Since this
way of organizing a network did not scale at all, other solutions had to be found. Non-core routers
could rely on core routers for routing their traffic across the network. In this way the non-core routers
did not have to maintain a complete routing table, and the network could be expanded a bit more.
The Gateway-to-Gateway Protocol (GGP) was used to route packets in the core of the network, while
the Exterior Gateway Protocol (EGP) was used to connect the routers in the non-core to the core
[10].

By adding even more core and non-core nodes, it became apparent that this idea did not scale that
well either. The nodes in the core still had to communicate the entire routing table with all other
nodes in the core. A better substitute for the core had to be found to solve this problem. The concept
of groups of routers (Autonomous Systems (ASes)) only communicating with their direct neighbours
(peers) proved to considerably enhance the scalability of the Internet. By abstracting the routers
into ASes and only exchanging tables between adjecent ASes, the Internet became decentralized and
much more flexible.

2.2 BGP

In 1989 BGP came into existence to replace the now obsolete Exterior Gateway Protocol (EGP) [11].
BGP is used for inter-domain routing between ASes on the Internet. The protocol is actively refined
throughout the years [12]. An AS may govern several unique IP prefixes. To make sure all Internet
traffic destinated to these prefixes are routed to the appropriate AS, an AS has to notify the prefixes
it currently administers to other ASes. An AS can do so by either sending a prefix announcement or
withdrawal to any of its peers. An announcement tells other ASes all traffic destined to this prefix
can be directed to the originating AS. Each announcement contains an AS path in which the route to
the originating AS is specified. The leftmost AS in the AS path is the next hop, while the rightmost
AS is the originating AS. Hence the route in the AS path should be read from left to right. When an
AS receives an announcement, it reassesses the current optimal path for that prefix. If the incoming
announcement provides a better path and its local policies allow it, the AS prepends its own unique
AS number to the AS path and forwards the announcement to its peers. Some ASes will prepend
their AS number multiple times (sometimes up to 30 times) in order to lengthen the AS path and
thereby having some more control on traffic engineering [28]. If for some reason (e.g. a physical link
failure) an AS loses a certain path it notifies its peers through the use of a withdrawal message.

2.3 Autonomous Systems

Each AS has a unique and officially registered Autonomous System Number (ASN), ranging from 0
to 32 bit. An Autonomous System is defined as follows [13]:

An AS is a connected group of one or more IP prefixes run by one or more network operators which
has a single and clearly defined routing policy
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Deciding which way traffic should go when arriving at an AS is determined by its routing policy. The
internal structure of an AS is inessential to other ASes, but shows a consistent routing policy to its
neighbours. An AS uses an interior gateway protocol (IGP) to exchange routing information between
its own routers. The notion of ASes should be used with caution when talking about the Internet
as a whole. The Internet cannot be treated justly as simple abstract graphs of ASes [7]. Therefore
this paper will take the effect different internal structures will have on the data into account. The
Multi-Exit Discriminator (MED) is an optional nontransitive attribute of an announcement. It is
used to give peers an indication of the best possible entry point into an AS. The lower MED is
preferred over a higher value. The Community fields (Section 2.6) provide a lot of information as
well. These will be used to gain more knowledge of the internal structure of ASes.

2.4 Prefixes

Since ASes usually govern a vast amount of IP addresses, techniques have come into existence to
maintain them efficiently. To combat the problem of ever increasing routing tables, addresses have
to be aggregated. At first the addresses were classified into five different address classes. This
classful network architecture proved not to be efficient in address assignment since a lot of address
space was left unused. The Internet Engineering Task Force (IETF) devised a system to cluster
IP addresses into groups of different sizes. The Classless Inter-Domain Routing (CIDR) notation
appends a slash to the IP address followed by the number of leading bits of the routing prefix.
For example, 192.168.12.0/23 encompasses the prefixes ranging from 192.168.12.0 to 192.168.13.255,
since /23 picks the 23 leading bits of the routing prefix. It is important to remember that a larger
prefix narrows the range of possible prefixes down. /8 encompasses much more addresses than /24
does.

2.5 Routing table

ASes maintain their prefix reachability information in a Local Routing Information Base (Loc-RIB).
This is a global routing table which every router in the AS may periodically consult. Additionally
each router maintains its own routing table for routing actual Internet traffic. For each peer of an
AS, a conceptual In-RIB and Out-RIB is maintained. The In-RIB keeps track of all the BGP updates
received from a peer. The AS may apply any of the updates in the In-RIB to the Loc-RIB if its
policy allows it. Firstly the Next-Hop attribute should be a peer of the current AS and it should
be reachable. Similarly the Out-RIB contains updates to be send to peers, based on the rules of the
policy of the AS. Both the In-RIB and Out-RIB are conceptual in the sense that their implementation
is up to the engineers. For example, their actual internal structures might overlap with the Loc-RIB
for easier management.

When an AS needs to route traffic to a destination which is not in any records of its routing table,
it may fallback to the default route. The default route leads to a peer which assumably has more
information to route the packet to its correct destination. This ensures that any packet will eventually
get routed to its destination and that no packets will be dropped. Any AS which maintains a complete
routing table resides in the so-called Default Free Zone (DFZ). These ASes lack a default route in
their Loc-RIB. However maintaining such a globally consistent state is realistically unattainable
because of the volatility of the structure of the Internet as a whole. Routes are changing in such a
rapid fashion that keeping track of everything in one place is not practical. The DFZ should not be
confused with the Internet Core as described in Section 5.4. The DFZ may be scattered over the
network and has barely any resemblence with the core as it used to be.

7



2.6 Policies/Communities

A BGP announcement has a Community field for communicating routing preferences to other nodes
[14]. Since this field is entirely optional, other nodes may choose to ignore it. Common uses for the
community field are:

• Countering DoS attacks

• Signifying a new MED

• Notifying an internal path change

• Introducing Geographical restrictions

Additionally there is the optional Extended Community field, which provides more room for adding
attributes. Keep in mind that any of these fields may be discarded upon arrival at any AS. Moreover
their presence may or may not be considered by some AS. In section 5.6.3 the uses of the community
field and its relevance to this paper will be explained in more detail.

8



3 Related Work

BGP and its scalability in particular have been studied extensively before. A scenario where the
routing system will no longer be able to keep up with routing dynamics is the main concern in many
papers. The research is typically divided into two different aspects:

1. Increasing routing table size

2. Increasing rate of BGP updates (churn)

Most papers focus on either of the the two. Intuively they must be related. The churn should increase
with the routing table size, since more nodes have a chance of triggering an update. This very paper
tries to combine techniques presented in some of these papers and provide a more abstract vision on
the problem as a whole. Therefore both these discussion points will be of interest throughout this
paper.

For different types of ASes, the most significant source of churn has been determined [4]. As it
turns out the connectivity of the “core” of the network is the most important topological factor for
the amount of generated updates. The interconnectivity of the nodes in the middle of the Internet
hierarchy greatly influence the amplification of generated updates.

The evolution of churn is very bursty [6]. The most severe bursts are caused by local effects in
the monitor of the AS. There are finite periods in which the churn increases by a near constant
factor, which are caused by configuration mistakes in or close to the monitored AS. This paper will
investigate the occurence of these level shifts and investigate if they are indeed caused by local errors.
What remains if all the local burst, duplicates and level-shifts are filtered, is the base-line churn.
There is a long-term increasing trend in the identified base-line churn, which confirms the problem
definition presented by Geoff Huston [5].

The Minimum Route Advertisement Interval (MRAI timer) appears to be of great interest for many
papers. Rightly so because it influences BGP behaviour tremendously [17]. If an AS has deployed
the MRAI timer, it waits for additional updates for a given prefix to arrive in a specified interval
before it forwards an update with that prefix again. The length of the MRAI timer is recommended
to be a random value between 25 and 31 seconds [15]. Cisco routers comply to this advise. But not
every AS deploys the MRAI timer. Juniper routers default the timer to 0 seconds [16].

Currently explicit withdrawals are influenced by MRAI [12], while this did not use to be the case
[15]. It has been investigated whether this change considerably influences the churn [4]. The research
has shown that the churn is indeed significantly affected by rate-limiting explicit withdrawals. A
single withdrawal somewhere in the network could lead to a superfluous series of announcements at
intermediate routers. This phenomenon is called Path Exploration and causes an increase in the time
it takes for BGP to reach a converged state [18]. Techniques exist for diminishing the effects of this.
In some experiments Path Exploration Dampening (PED) results in a 32% decrease in updates and
withdrawals and the amount of updates caused by Path Exploration is reduced by 77%. PED can
be deployed on the fly on any AS and its optimal values depend on the deployed MRAI timer.

Other techniques shuch as Churn Aggregation (CAGG) [19] have shown that BGP and Path Explo-
ration updates can be reduced by 28.1% and 32% respectively. CAGG converts multiple AS paths
from a very chatty prefix into one aggregated path. This reduces the amount of BGP updates for
which only the AS path is variant.

Receiving multiple updates with the same prefix during a short amount of time does not mean the
originating AS has actually sent all of these updates by itself. As has just been discussed some
updates may be amplified by intermediate nodes, resulting in a great increase of churn. Moreover
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the unintended interaction between eBGP and iBGP is a reason for duplicates to occur [20] and for
more instability in vast networks of ASes[29]. Community values may make an update unique to
some AS, but once they are stripped, they become duplicates. This process is explained in more
detail in Section 5.6.2.

Analyzing the received plain announcements at some node in the network does not provide any
insight on the cause of the announcement at the origin. The ON/OFF model [21] tries to identify
groups of similar updates and determine if this is a stable path change or transient. Half of the
update bursts appear to be pervasive. In this paper the ON/OFF model is adjusted to analyse the
patterns throughout the day and obtain a better understanding of BGP dynamics.

Since BGP has been and will be investigated so extensively, it becomes increasingly difficult to keep
track of all the different techniques and information dealing with it. This paper tries to combine the
aforementioned approaches and ideas to come to a better understanding of BGP dynamics. What
is missing in the preceding analyses on this topic is a detailed dissection of the raw BGP signal.
Even though level shifts and other aspects have already been detected, a clear and concise way of
understanding patterns in BGP has yet to be found. In the remainder of this paper this previous
work will be utilized to discover several unique “fingerprints” in the raw BGP signal.
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4 Methods

To study the received updates per day from a network (thus from a particular viewpoint), BGP data
collected by the Routing Information Service (RIS) [8] is used. It offers a vast amount of raw data
from 17 different monitors (RRCs) around the world. Amsterdam RIPE NCC (RRC00) has been
picked as a suitable candidate for analysis, because of its multi-hop and DFZ features. Usually a
single-hop is used for monitoring sessions on Internet Exchanges, while multi-hop monitoring sessions
are established over wide-area networks [22]. Multi-hop makes sure RRC00 receives the union of the
messages received by its peers. As a consequence a lot of duplicate messages with slightly different
AS paths may be received.

4.1 Fetch and Parse

Every five minutes the RRC00’s monitor consistently writes the collected BGP data to a timestamped
log file. This makes it straightforward to write a simple bash script get month.sh that fetches the
data. To keep things tidy the script creates a directory structure according to the year, month and
day of the log file. A typical day of 12*24=288 files is about 13.5MB.

All information in the log file is stored using the MRT format. To read and manipulate the data,
it has to be extracted and parsed first. Libbgpdump is a C library that can extract the MRT file
and pipe the output to a readable text file. The Python script parse.py recursively loops over the
MRT files, extracts them, and parses them into a file with .parsed appended to the original MRT
filename. The resulting parsed file is usually a factor 2 to 7 bigger than the corresponding MRT file.
Each line represents a received update message. This can either be a new path (announcement A)
or a removed path (withdrawal W ). The syntax of a line is as follows:

Withdrawal
Protocol|Timestamp|W|Peer IP Address|AS Number|IP Address Prefix

Announcement
Protocol|Timestamp|A|Peer IP Address|AS Number|IP Address Prefix|AS Path|Community Infor-
mation

Typical output examples:

BGP4MP|1167609611 |W|1 9 4 . 6 8 . 1 2 3 . 1 3 9 |2 1 2 0 2 |8 4 . 2 4 0 . 1 9 4 . 0 / 2 4
BGP4MP|1167609611 |A|1 9 4 . 6 8 . 1 2 3 . 1 4 1 |1 3 2 3 7 |1 4 6 . 2 2 2 . 6 9 . 0 / 2 4 \

|13237 3549 701 703 | IGP | 1 9 4 . 6 8 . 1 2 3 . 1 4 1 | 0 | 0 \
|3549 :2444 3549:30840 13237:44049 13237 :46067 |NAG | |

Keeping track of every single update on every day produces a lengthy file. Since not all information is
relevant for the analysis, it is useful to merge certain lines. By grouping updates together and count
the amount of updates the data can be greatly compressed. This allows for easier and faster analyses.
For example, 23 Announcements from AS5803 and 7 prefix Announcements for “62.206.187.0/24”
can respectively be represented as:

or ig in announcement |5803 |23
p r e f i x | 6 2 . 2 0 6 . 1 8 7 . 0 / 2 4 | 7

The script parse.py groups all .parsed files of a single day together. It counts the amount of up-
dates per prefix, originating as and peer. Afterwards it writes these amounts to a file with a file-
name in the format [year][month][day].graph. Similarly layers.py counts the amount of updates per
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layer (e.g. ipv4, ipv6, suffix/24, empty community information) and writes the amounts to a file
[year][month][day].layers. The resulting files consists of respectively a more than 360,000 and exactly
84 lines of data. The .graph files are so large because the amount of possible prefixes and originating
ASes is so high. These aggregated files make it much more convenient to analyse the dynamics of
BGP. A detailed overview of the contents of the .graph and .layers files is described in Appendix A
the functionality of all individual analysis scripts is described in Appendix B.
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5 Results

Before diving into an seamingly endless stream of data analysis through tables and graphs, take the
following into account with regards to the structure of this section. Firstly an general outline of
the BGP signal will be presented. Its characteristics will be evaluated and any out of the ordinary
aspects will be remembered for a more thorough investigation later on. Looking at the data provided
by RRC00 from many different angles allows us to compose a profile of the irregularities being found.
The following individual sections will each describe a different way of looking at the data, and in the
end the differences and similarities will be aggregated.

5.1 Growth Trends

Previous data has shown that BGP dynamics are rather volatile and not easy to deal with. Patterns
and trends might visually and statistically look viable, but have serious complications. To get a
general idea of the characteristics of the data collected by RRC00, the total amount of updates
over the years is a good starting point. The amount of peers for RRC00 stays quite stable over the
years [22]. Data collectors do fail from time to time, which affects the quality of the data being
collected.

5.1.1 2005 to 2013

Figure 1 portrays the unstability of the signal. There are a numerous distinct peaks in the graph.
Interestingly the high peaks started appearing halfway through 2008, are very prevalent during 2009,
relatively quiet during 2010 and the beginning of 2011 and suddenly very frequent in 2013. These
peaks may be the consequence of a hard BGP session resets, in which BGP speakers exchange their
entire routing table with each other and RRC00. Failing data collectors contribute between 14% to
37% of the total session resets. Moreover a session reset is necessary in order to allow policy changes
to take into effect. At the end of 2013, the amount of entries in the BGP routing table reaches
nearly 500,000 [2]. Surprisingly the peaks in Figure 1 can be a factor 1.2 × 102 higher than that.
Apparently the BGP table can be loaded many times on a single day. This is all part of normal BGP
operations. Investigating these peaks is not that relevant for now, since we are looking for actual
trends. Furthermore it can be seen that the minimum amount of updates stays relatively stable until
halfway through 2011, after which it rises to a new plateau. In 2012 and 2013 the rate does not reach
the usual minimum as seen from 2005 to 2011.

A BGP update message u is either classified as an announcement a or a withdrawal w. Thus the
total update rate is composed of all announcements plus withdrawals:

|u| = |a|+ |w|

Figure 2 shows |u|, |a|, |w| from 2005 to 2013. The log scale on the y-axis greatly compresses the
aforementioned session reset peaks, which makes the figure easier to analyze. The graph clearly
shows that most of the time |w| is much lower than |a|. Throughout the years |a| usually is a factor
10 higher than |w|, with the exception of the sudden plateau of withdrawals at the end of 2009.
Although some peaks in |a| and |w| align and both raise their minimal rate a lot halfway through
2011, the p-value of their Pearson correlation is low: 0.519.

Since announcements are by far the biggest contributors to the total amount of updates, it is worth
the effort to analyze announcements more thoroughly than withdrawals for now. Each announcement
has been triggered by an originating AS, with the intention to notify its peers about a certain prefix.
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Figure 1: The total amount of BGP updates from 2005 to 2013

Figure 2: The total amount of updates, announcements and withdrawals from 2005 to 2013

Let each originating AS be a node n governing a set of prefixes Pn. Pn has zero or more prefixes
p. Each n is announcing at least one of its prefixes (p ∈ Pn) through at least one announcement
a. Thus each a has one n and one p in turn. Furthermore each node (say, n1) connects with direct
neighbour n2 through at least one edge en1n2 .

The reason for any a to be sent from n could be anything such as:

• A policy change

• Inner AS topology change
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• A broken physical link to a peer initiated by a withdrawal

From an announcement alone it is often hard to derive what the exact cause was for it to be send.
After an a has been sent, it traverses the Internet until it reaches the monitor of RRC00. Consequently
this could mean that the amount of announcements an originating AS sends is proportional to the
amount of prefixes it has.

|∀a(origin = n)| ∝ |p ∈ Pn|

Assuming every prefix is equally stable, this means there is a correlation between the amount of
collected announcements and the amount of advertised prefixes. Whether or not every prefix is
equally stable will be investigated later in this paper.

Figure 3: The amount of daily announced prefixes from 2005 to 2013

Figure 3 shows the aggregated |p| from all nodes from 2005 to 2013. It looks like there is an upper
limit that grows by a constant factor every day. Each year around unique 40,000 new prefixes are
seen in BGP announcements. This matches the size and growth of the BGP table produced by
Geoff Huston[2]. There are many days in which only a smalller portion of this upper limit is being
announced. Halfway through 2011 the growth factor of this upper limit suddenly increases. This
could be explained by the exhaustion of the IPv4 address space [2]. Furthermore in the last half of
2013 there is only one valley. This is remarkable given the high amount of valleys in the previous
years. This means that in 2013 nearly all prefixes in the routing table are announced every day.

If |p| influences |a|, then |n| and the amount of unique AS paths (|paths|) could potentially play a
role in this as well. Figure 4 shows the rates for all four of them. All datasets show an increase in
numbers over the years. The |p| and |n| show similar upper limit growth, while |a| and |paths| show
similar volatile growth. The graph suggests a correlation between |p| and |n|, and between |a| and
|paths|.

Indeed, Table 1 shows a very high correlation (0.995) between |p| and |n|. This makes sense because
each AS has a unique set of prefixes. Whenever an AS does not send any announcements on a
particular day, the prefixes it controls will not be registered by the collector either. If more ASes do
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talk on such a day, the amount of collected prefixes will inevitably increase. Hence the correlation
and a plausible causation of |p| and |n|.

Moreover the correlation between |a| and |paths| is also noticeably high (0.867). There is a possible
reason for this as well. The amount of |n| grows steadily over the years. Each AS has to advertise
at least one AS path, otherwise it would not be able to connect to the Internet. Consequently the
amount of AS paths grows. If a new AS path is registered by the collector, it has to be transported
by at least one announcement. This reasoning derives the following statement for received updates
at any collector:

|n| < |paths| ∨ |p| < |a|

It should be remarked that there is a relatively low correlation between the amount of announce-
ments and originating ASes (0.596). More talking ASes does not actually guarantee an increase in
announcements. Suppose there is a timeframe T with |n| = 10, from which one node sends thousands
and thousands of announcements. On T ′ the amount of nodes increases: |n| = 11, but they are all
relatively quiet, sending an average of 5 announcements. There is an increase in ASes, but a decline
in announcements.

Announcements Prefixes Originating ASes AS Paths
Announcements 1.000 0.616 0.596 0.867
Prefixes 0.616 1.000 0.995 0.726
Originating ASes 0.596 0.995 1.000 0.707
AS Paths 0.867 0.726 0.707 1.000

Table 1: The p-values of the Pearson correlations between the amount of Announcements, Prefixes,
Originating ASes and AS Paths

Figure 4: The amount of announcements, prefixes, as paths and originating ASes from 2005 to 2013

As seen in Figure 3, the amount of prefixes advertised in 2012 and 2013 does not exactly fit the line
of expectations: The growth rate looks predictable from 2005 to 2011, but takes a sudden steeper
climb starting 01-04-2011. This is surprising since the amount of originating ASes does grow in the
way it would be expected. To investigate this deviation from the trend, lets take a closer look at the
year 2013.
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(a) Prefix lower than 20 (b) Prefix between 20 and 24 (including)

Figure 5: Amount of prefixes from 2005 to 2013

5.1.2 2013

Although the difference is subtle, Figure 5 (a) and (b) show an asymmetry in growth over the years.
Let the prefix (everything behind the slash) of a p be ps. Figure 5(a) shows that

|∀p(ps < 20)|

has the expected linear growth. On the other hand

|∀p(20 ≤ ps ≤ 24)|

shows the sudden “accelerated” growth as discussed in Section 5.1.1. Apparently there is an addi-
tional increase in more specific prefixes starting from 01-04-2011, while the amount of more general
prefixes does not have this boost. Again, the exhaustion of IPv4 addresses is held responsible for this
behaviour. A more thorough analysis for the increase in specific prefixes is not in the scope of this
paper. It is advised to keep an eye on this for the future though, as yet another boost of the specifics
could greatly increase the amount of prefixes (and thus probably the amount of announcements as
well) to be advertised on the Internet again.

5.2 Top Talkers

Given the unstable signal of the BGP update messages rate, it is highly unlikely that every n has
(nearly) the same amount of updates per day. When a particular node is route flapping, updates are
send on a regular (predictable) interval. Other nodes might be situated in a very stable setting, in
which there should not be much reason to talk all the time. For the nodes which do talk a lot, it is
interesting to assess their combined daily rate of updates. There could be a set of nodes accounting
for a substantial portion of the total amount of updates. Determining their share of the total rate
could give more insights into the dynamics of BGP.

5.2.1 Top Talking Peers

By analyzing all the updates and keeping track of the last AS in the AS path, a list of top talking
peers can be constructed. Table 2 shows a comparison of the top 10 of peers in the first half of
2013.
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January February March April May June
01. 3549 3549 29049 29049 9304 9304
02. 9304 29049 15469 9304 29049 15469
03. 1836 22652 3549 3549 3549 3549
04. 3333 3333 57821 3333 50300 29049
05. 42109 15469 3333 15469 15469 3333
06. 29049 8758 7018 7018 3333 7018
07. 22652 57821 50304 8758 7018 8758
08. 57821 9304 9304 57821 8758 22652
09. 8758 7018 8758 57381 57821 50300
10. 7018 50300 22652 22652 22652 6881
total 64.49% 61.84% 65.05% 71.89% 80.40% 69.82%

Table 2: A list of the top 10 talking peer ASes over the first four months of 2013 and the total
percentage of the rate they contribute

Out of the 43 ASes peered to RRC00, there is a fairly constant set of peers that make it to the top
10 talkers. There are 9 of these ASes in the top 10 for at least 5 out of the 6 months. The bottom
row shows the aggregate percentage of these ASes of the total amount of updates per month. It
should be noted that these percentages are rather high, especially for May. Although the aggregate
percentages differ a lot per month, the set of top talkers does not change much. So this data
quantifies the importance of a certain subset of peers to RRC00 regardless of the time of the year
and the amount of updates being collected.

The sudden increase of aggregated percentages for the month of May is remarkable. AS number
3549 has been forced two places downwards, while ASes 9304 and 29049 take over the first and
second ranks. By looking at the contributed share of each individual AS, 9304 takes a very high
percentage (34.51%) of the total rate in May. It continues to do so, albeit to lesser exent, during
June (22.86%). When aggregating the individual AS percentages over all the months, AS9304 comes
out as a clear winner (16.45%) followed by AS29049 (10.25%) and AS3549 (9.08%). These three
ASes can be classified as the most important peer contributors. The amount of updates these peers
take care of over course of time is shown in Figure 6. The way these three ASes take their place in
Table 2 is also reflected in Figure 6:

1. AS9304 peaks around 21-01-2013, which gives it a high rank in January. It stays relatively quiet
until the second half of April after which it climbs to an elevated plateau and stays there for
the whole of May and most of June. Correspondingly the table gives it a number one ranking
as well.

2. AS29049 builds up to and peaks in March and April, after which it stays around the same level
as AS3549 but is considerably overruled by AS9304. Indeed, according to the table AS29049
slowly builds up to peak in March and April, and cools down afterwards.

3. AS3549 used to be a top talker according to the figure, but is quickly pushed downwards by
AS9304 and AS29049. However it does stay in the top 3 all the time, which makes it more
stable when comparing to the rest.

The irregular behaviour seen in May sparks some interest. It is interesting to investigate the sudden
elevated plateau caused by peer AS9304.
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Figure 6: The rate of updates from peers 9304, 29049 and 3549 from January to July 2013

5.2.2 Top Talking Originating ASes

The fact that AS9304 shows this unusual plateau does not tell anything about the cause of it. AS9304
is merely the peer, the last AS in the AS path before it is collected by RRC00. It does not actually
generate the announcement itself. In order to find out more about the exact cause of this behaviour
in May, it is of even more interest to look at the origin of AS paths. These nodes send out the
original announcement and will thus give a more detailed view of the announcements’ behaviour.
Before looking at the data, it should be remarked that there are currently around 46280 ASes [2].
Therefore the total amount of updates is spread over many more originating nodes than it is over
peers. Consequently the top talking originating nodes will probably have a much lower percentage
of the total rate than peers. Table 3 confirms this believe by showing that the top 10 originating
ASes only amounts to 8.04% compared to more than 60% for the top 10 peers.

The second column in Table 3 (Peer(s)) identifies the possible peers from which the announcements
might be collected by RRC00. These sets of peers are retrieved using the following method:

1. Generate a top 100 list of AS paths through which the most announcements flowed

2. For each originating AS in the top 10, cross reference them with the orginating ASes in the top
100 of AS paths

3. Traverse the AS path from right to left and mark the corresponding peer

As can be seen from these sets, the algorithm produces many peers for some originating ASes, while
others do not have any at all. If such an AS only has one peer, the greatest share of announcements
have been going through that particular peer before reaching the collector. If the amount of peers
is high, the announcements have been spread out over many paths before reaching the collector. If
there is no peer, it means the AS paths of the originating AS just were not used enough for them to
appear in the top 100 AS paths. Since the originating AS did send many packets though, it probably
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Originating AS Peer(s) of RRC00 Percentage
01. 2118 9304, 22652 1.55%
02. 4788 50300, 15469, 7018, 8758, 3333, 22652, 29049 1.20%
03. 9829 3549 1.16%
04. 36998 3549, 7018 0.96%
05. 8402 3549 0.85%
06. 17974 - 0.48%
07. 7029 29049 0.48%
08. 9198 9304 0.46%
09. 28573 29049 0.45%
10. 58113 6881 0.45%
total 8.04%

Table 3: A list of the top 10 talking originating ASes and the corresponding peers over the total of
the first six months of 2013

means the flow has been split over many more AS paths. The most important thing to realize is the
significance of a peer if it is the only one in the set. The biggest portion of the announcements have
been going through this peer.

Outstandingly only two ASes (9829 and 8402) are in the top 10 every month. Apparently this
top is much more volatile than the top peer ASes. Given the ruggedness of the announcement
rate of 2013 and the high amount of originating ASes, this should not really come as a surprise.
If the top 10 originating ASes would very constantly generate a significantly high portion of the
announcement rate, it would make sense that the graph looked more stable. However since the sheer
amount of originating ASes is so high, the chance at least 10 ASes show different behaviour than
the month before that is high as well. There is no way of predicting when an AS is actually sending
an announcement. Under these circumstances the top 10 should diversify a lot. This does make it
harder to find a particular baseline announcement rate, if such a thing exists in the first place.

5.2.3 Top Talking Prefixes

Zooming in on the originating ASes, the top talking prefixes might reveal more information, since
individual prefixes can be abstracted into an AS. Is there a particular prefix amounting to a significant
share of the BGP updates signal? When looking at the aggregated results of the first six months of
2013, it turns out there is no prefix with a particularly high proportion. Table 4 shows how close
the top talkers are to each other. According to Figure 4, there are about half a million prefixes
daily announced in 2013. So for any prefix to have a significantly high percentage of the total
announcement rate, it should have been announced a truly great amount of times. An enormous
pool of prefixes makes it harder to stand out from the rest. It should therefore come as no surprise
if a top talking prefix only accounts for less than 1% of the total rate.

The first prefix (”209.142.140.0/24”) comes in at 0.18% and differs only by 0.09% from the tenth
prefix. It is only found in the top 10 of April and May. A reason for this could be the elevated plateau
created by the announcements going through AS9304, as discussed before. The second column, Origin
AS, is determined by entering the prefix in RIPE stat and checking the AS number announcing this
prefix. The first prefix turns out to be announced by AS22561. When cross referencing AS22561
with the originating ASes in the top 100 AS path list, the following AS paths are found:

1. 3549 209 22561
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2. 7018 209 22561

3. 9304 2914 209 22561

The third AS path confirms the assumption that there is a path from 22561 through 9304 to the
collector. It does not give full assurance the prefix (”209.142.140.0/24”) is part of the explanation of
the elevated plateau yet. The prefix could also be flowing for the biggest part through the first AS
path in the list, thereby falsifying the assumption. Later on this matter will be investigated in more
detail.

Moving on, the second prefix (”208.78.30.0/24”) is found in every month except March. Do note
March has a very high peak in the middle, which is associated with session resets from peers of the
collector. Therefore in March the top 10 prefixes might seem to be little off, since the entire routing
table had to be exchanged between several ASes. According to Figure 6, the increase of information
being exchanged during this reset is aproximately a factor 10.

Prefix Origin AS Percentage
01. 209.142.140.0/24 22561 0.18%
02. 208.78.30.0/24 29838 0.16%
03. 192.58.232.0/24 6629 0.15%
04. 2a00:1a80::/32 33920 0.15%
05. 208.68.168.0/21 29838 0.15%
06. 199.188.67.0/24 393238 0.11%
07. 58.184.229.0/24 9950 0.10%
08. 2001:df0:2fd::/48 17436 0.10%
09. 184.159.130.0/23 22561 0.09%
10. 115.170.128.0/17 4847 0.09%
total 1.28%

Table 4: A list of the top 10 talking prefixes over the total of the first six months of 2013

If the set of top talking peers, originating ASes and prefixes changes so much in a couple of months
in 2013, how does the set hold over a couple of years?

5.2.4 2005-2013

Given the diversity of the top talkers every month, it would not be sensible to assume the set would
be more constant over a few years. In fact, very few ASes and prefixes appear in the top on a regular
basis.

The evidence that the composition of the top talkers varies a lot over the years, opens up a new
discussion. The set of ASes and prefixes is so vast, that finding patterns in a small subset is perhaps
not very practical. New ways have to be found to look at the dynamics of BGP as a whole. In
essence the granular approach used in this section does not give sufficient insight. Top talkers are
just the tip of the iceberg. What lies underneath it may have a significant influence on the update
rate of BGP.

5.3 Distributions of updates

To combat the problem of subsets being to small to properly analyze, a logical step would be to look
at the BGP update rate as a whole. From 2005 to 2013 the rate looks very jagged. Upon closer
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inspection of the ASes and prefixes that contributed the most to the overall rate, the set of top
talkers looks variable. By taking all nodes into consideration, not only top talkers, groups of ASes
or prefixes sharing a certain set of properties or actions may be found. After all a group of ASes or
prefixes (a cluster) may not necessarily just be top talkers. There are many other possible common
aspects to focus on, like timestamps, AS paths and community information. To get a general idea
of the way a population of nodes behaves, plotting update distributions will give valuable insights.
Since every BGP update is in some way included in such a distribution, it will portray a general yet
rich in information projection of reality.

Let the set of all originating ASes be Sorig and the set of all prefixes be Spref . A node n ∈ Sorig exists
if it has sent an announcement at least one time. Each announcement has a timestamp t. The set
tn consists of all the timestamps t of node n and similarly the set tp consists of all the t of prefix
p.

n ∈ Sorig
p ∈ Spref
tn 6= ∅ tp 6= ∅

Say there is a timeframe T (e.g. 18 January 2013). A node is active in a timeframe if it has sent
at least one announcement during the timeframe. Let Tn and Tp be the set of all active nodes and
prefixes respectively in timeframe T .

∀n ∈ Tn(∃t ∈ (tn ∩ T ))

∀n ∈ Tp(∃t ∈ (tp ∩ T ))

Figure 7: The distribution of updates (log) over all prefixes on the 18th of January 2013

Figure 7 shows the amount of announcements |tp| where T is 18 January 2013 and ∀t ∈ tp =⇒ (t ∈
T ) per prefix. Each prefix occupies a bar of width 1 on the x-axis. The height of the bar starting from
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(a) Amount of prefixes (b) Amount days

Figure 8: Distributions of prefixes in the month January 2013

the x-axis is determined by |tp|. The entire set of prefixes is sorted from high to low according to the
amount of updates and then plotted on the graph. Therefore distribution shows the top talkers on
the far left and the quieter ones on the far right. Clearly a great amount of prefixes only announce
a small amount of updates. For 94.34% of the prefixes |tp| <= 50 holds. The surface underneath
the graph determines the total amount of announcements that have been sent. The prefixes with
less than or equal to 50 announcements contribute 34.91% to the overall announcement rate. This
means there is a small (5.66%) subset of Tp which sends a substantial portion (65.09%) of the total
announcement rate.

As observed in the list of top talkers, BGP behaviour can change when looking at larger timeframes.
Let T ′ be the month January in 2013. A prefix p ∈ Spref is active on a day if that prefix has a
timestamp on that particular day. Let Dp be the set of days a prefix is active.

The curve of the graph in Figure 8(a) looks different from curve of Figure 7. Again there is a small
set of top talkers and the curve smoothly advances to a plateau, around tp = 10. The last part of
the curve drops remarkably quick to the absolute minimum of tp = 0. The sudden drop after the
plateau is unusual. When comparing the distribution of |tp| to the distribution of |Dp|, the curve
shows a similar pattern. The plateau is located around |Dp = 20|. Thus most prefixes are active
for at least 20 days per month. After the plateau the curve goes to the minimum of |Dp = 1| very
steeply. A more detailed look at the data shows that the set of prefixes in the tp and the Dp plateaus
are corresponding. Similarly the set of prefixes with Dp < 20 corresponds to the set of prefixes with
tp < 200. This means there is a distinct set of prefixes which does not talk as much and as regular
as the rest. This set will be analyzed in detail later on.

Now remember the elevated plateau in Figure 6 caused by peer AS9304. Such irregular behaviour
should also be noticeable in the distributions of tp and Dp. When plotting the distribution of tp, a
new small plateau is observed just above tp = 10, 000. This is in contrast to the curve in January
2013, which totally lacks this plateau.

Presumably the new plateau is caused by the set of nodes with announcements going through peer
AS9304. Since the root cause of this plateau is not yet exactly known, AS9304 cannot yet be
characterized as the main link for this plateau as well. In section 5.5.5 the set of originating ASes
associated with this pattern will be determined. It should be noted that this new plateau is not in any
way visible when plotting the amount of updates per node (originating AS). Apparently quantifying
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(a) Amount of prefixes (b) Zoomed in on new plateau

Figure 9: Distributions of prefixes in the month May 2013

data per node provides an abstraction layer which is not seen on prefixes. This reconfirms the
previously stated belief that prefixes provide richer information.

5.4 The Core

The problem of the changing top talkers over the years raises the question why it changes. Is there
something more to it than just the high amount of prefixes or ASes? Say there is a number of
timeframes T ′ and T ′′ (eg. January and February 2013). The prefix of an address determines a block
of addresses. The lower the number, the larger the range. Say there is a

n′ ∈ Spref (∃t ∈ (t′n ∩ T ′)) for which n := 46.20.194.0/24

Later on,

n′′ ∈ Spref (∃t ∈ (t′′n ∩ T ′′)) for which n := 46.20.194.0/22

It looks like n′ 6= n′′, but actually n′ ∈ n′′. Since a prefix in the CIDR notation is usually a range of
prefixes, the suffix should be removed. The base of the prefix (everything before the slash) stays the
same. Thereby it is to anticipated that later on prefixes may be announced in a more general suffix.
If the suffix change is big enough however, the base of the prefix does change. The algorithm used
in this section could be improved to correctly recognize this suffix change.

Let there be a core set C of nodes for which each node is active in all timeframes.

Cn := n ∈ Sorig(∃t ∈ (t′n ∩ T ′ ∩ T ′′))

The real question is, what does Cn look like? Does it change over the years? Is its composition
fundamentally different for prefixes and originating ASes? As discussed before the top talkers vary
more and more when the time scale is increased. Accordingly to get a general idea of the dynamics
of Cn it is a good idea to start on a small scale and work our way upwards. For smaller timeframes it
is easier to assess what exactly happens, but bigger timeframes give a better impression of the long
term dynamics of BGP.
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Figure 10: The rate of announcements, prefixes and originating ASes in January 2013

(a) Per originating AS (b) Per prefix

Figure 11: The distribution of differences in core updates (log) from 18 to 19 January

5.4.1 Days

To analyse such a small timeframe, lets find two days that have approximately equal amounts of
active nodes and total updates. Figure 10 shows a relatively stable period from the 15th to the 22nd
of January 2013. The amount of prefixes and originating ASes barely changes during that time while
the announcements vary slightly more. Although the 18th and 19th of January have nearly the same
amount of announcements as well. Lets focus on those two days for now and see if it is really as
stable as it looks.

The distributions in Figure 11 show the difference in updates from 18 to 19 January. Each prefix
(Figure a) or AS (Figure b) occupies a bar of width 1 on the x-axis. The height of the bar from the
0-line is determined by the difference in amount of updates. Say the node has sent 20 announcements
during the first timeframe and 90 during the second, the height would be 70. A negative difference
would result in the bar being flipped over the x-axis. Let δn be the absolute value of the growth of
a node. Thus the surface below the graph represents the total change in core announcements. The
entire set of nodes is sorted from high to low according to their difference and then plotted on the
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graph. The rising nodes are shown to the left side, declining to the right, while the nodes with no
change at all are in the middle. Nodes which do not exist in every timeframes are not shown. Hence
this graph represents the growth behaviour of C in timeframes 18 and 19 January 2013.

The zero-line in the middle clearly indicates that around 5.000 ASes (11.6% of total) and 70.000
prefixes (16.7% of total) have the same amount of updates in both days. The exact number of
updates is not clear yet, merely their growth is exactly zero. When looking at these percentages,
prefixes are less prone to change than AS numbers. The relative share of not growing prefixes is
larger than that of not growing ASes. This is not unexpected, since an AS usually maintains several
prefixes. The total growth of an AS is the aggregated growth of its prefixes. So an AS is much
more likely to have any growth at all than a prefix. As can be seen by the rest of the graphs, the
increasing nodes do not balance perfectly with the decreasing nodes. For example there are more
nodes growing by one than declining by one. The graph follows a smooth curve for values higher
than 10, while there is a sudden small hiccup for values low than -10. According to Figure 7 a small
decline in total amount of announcements can be expected here.

Indeed, the core set appears less chatty on the 19th than on the 18th of January:

18 January: Cpref = 7715726 updates, Corig = 7855675 updates

19 January: Cpref = 6834957 updates, Corig = 6924420 updates

Cpref has a decline of updates of -11.42%, while Corig goes down -11.85%. The reason that |Cpref | 6=
|Corig| is again related to the fact that ASes may control more than one prefix. Which one of these
prefixes talks in T ′ and T ′′ does not really matter for Corig, since the AS is marked active anyway.
Say there is an AS n1 ∈ Sorig with three prefixes na, nb, nc ∈ Spref . In T ′ two of those prefixes na, nb
send 20 updates (12, 8 resp.). Afterwards in T ′′ the prefixes na, nc send 15 updates (10, 5 resp.).
Thus for T ′, T ′′ the following cores exist:

Cpref := {na}

Corig := {n1} := {na, nb, nc}

This gives the following result:

T ′: Cpref = 12 updates, Corig = 20 updates

T ′′: Cpref = 10 updates, Corig = 15 updates

This example behaves very similarly like the data in 18 and 19 January. The amount of updates
declines in both cores from the 18th to the 19th, while keeping |Cpref | < |Corig| on both days. This
gives a better understanding of the dynamics of the core in BGP updates. Altogether this means that
Corig also accounts for updates from prefixes that are not necessarily existent in both timeframes.
Thus Corig may contain more information than required. For this reason Cpref provides a better and
more detailed way of measuring what we are really looking for: overlapping behaviour in multiple
timeframes and nothing else.

5.4.2 Months

To get a better understanding of general BGP behaviour, selecting larger timeframes makes sense.
Lets move up a level by comparing two months. Months showing exceedingly irregular behaviour do
not portray the natural behaviour of BGP. So before picking any month, a few requirements make
the analysis more realistic:

• The amount of prefixes and originating ASes should look relatively stable
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• There should be no factor 10 peaks

• There should be no continual high volume elevated plateaus over an extended period of time

If the amount of originating ASes or prefixes would fluctuate tremendously, it would be an irregular
month. If any of the last two requiremnts would happen, it would distort the data tremendously.
For example, take the high peak at 15-03-2013 due to a session reset. The peak is around a factor
10 higher than the average rate of updates. What exactly happens during such a peak is irrelevant
for now. Moreover a plateau like we have seen at May and June 2013 makes AS9304 suddenly the
chattiest peer of all. To combat this problem, the execessive updates can be filtered. But for the
purpose of this paper, lets just pick two stable months which realize the three requirements.

Figure 12: The rate of announcements, prefixes and originating ASes in January and May 2012

According to Figure 12, January and May 2012 show no high announcement peaks or prolonged
plateaus. Furthermore |Sorig| and |Spref | do not have excessive peaks or valleys either over the course
of the months. Consequently this makes these two months suitable for analysis.

There are many visual differences in Figure 13 when compared to Figure 11(a). The most noticeable
characteristic is the way Figure 13 is not so much in balance. The greatest part (≈3/4) of the
graph is greater than zero while there is a very small amount of prefixes that have no change at all,
and around 1/4 has a negative growth. From the looks of it there must surely be a growth, since
|n > 0| > |n <= 0|. However it is not just the amount of nodes that determines the overall growth,
but more so the total surface below the graph. Since y-axis has a logarithmic scale, determining
surface areas is difficult. Upon further analysis of Figure 13, the graph has a snake-like resemblence.
Looking from left to right, the graph has four distinct curves. Building on this, three sections are
identified. The values exact boundries for these sections have been visually determined.

1. The high core: Ch. From the start to the first curve and from the fourth curve to the end.
δn >= 1000 ∨ δn <= −1000
|Ch| = 24218∑

n∈Ch
δn = 17214667

2. The mid core: Cm. From the first to the second curve and from the third to the fourth curve.
By far the biggest section.
10 <= δn < 1000 ∨ −10 >= δn > −1000
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Figure 13: The distribution of differences in core prefix updates (log) from January and May 2012

|Cm| = 335989∑
n∈Cm

δn = 33526266

3. The low core: Cl. From the second to the third curve. Small fraction of Cpref .
−10 < δn < 10
|Cl| = 35686∑

n∈Cl
δn = 62244

The amount of nodes in Cm is clearly the highest (84.87%). It is followed by Cl (9.01%) and Ch
(6.12%). What can be learned from this? Although the amount of nodes in )Ch is low, its delta is
high (33.89%). In essence this means there is a small subset of Cpref that has a relatively big influence
on the announcement rate. Since Ch plays such an important role in the way the announcement rate
evolves, it is worth looking at in more detail. Table 5 shows the top 10 prefixes with the highest
positive and bottom 10 with the lowest negative delta.

The second fourth column, percentage, shows the relative change with respect to their own in per-
centages. 100% means the amount of announcements for that node stays the same in T ′ and T ′′,
0% means it stopped talking in T ′′. Interestingly enough there is a range of prefixes that do not
rise much at all ≈ 8.36%, but did make it to the list of top 10 risers. Apparently they were talking
a lot already in T ′ and started talking a bit more in T ′′. This made them rise a lot in comparison
to other nodes. It is striking that these percentages are so close to each other. Are these prefixes
in any way related? RIPEstat shows us these prefixes have AS25999 as their common originating
AS. When calculating the top 10 changing originating ASes, AS25999 ranks number 1 with 7829944
more updates. That is an increase of 8.36%, which corresponds with the individual δ of the nodes
from AS25999 found in the top 10 in Table 5.

δAS25999/δn∈δAS25999≈7.829.944/560.461≈14
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Rank n δn Percentage
01. 64.178.136.0 +4930583 3735390.15%
02. 109.161.64.0 +1155578 357864.09%
03. 208.87.196.0 +1120746 108.38%
04. 208.73.56.0 +1118215 108.36%
05. 91.202.212.0 +738539 134379.82%
06. 63.245.221.0 +688514 969838.03%
07. 199.60.252.0 +560468 108.38%
08. 199.166.5.0 +560396 108.38%
09. 199.119.216.0 +560225 108.37%
10. 208.73.57.0 +560028 108.37%
395884. 130.36.35.0 -308150 61.85%
395885. 203.194.96.0 -317219 0.23%
395886. 204.29.239.0 -323520 0.11%
395887. 150.225.0.0 -325605 0.11%
395888. 111.125.126.0 -348257 0.22%
395889. 204.234.0.0 -393846 0.04%
395890. 67.97.156.0 -516632 0.03%
395891. 176.227.157.0 -644696 0.05%
395892. 188.94.57.0 -1466084 0.01%
395893. 84.204.132.0 -2137152 0.11%

Table 5: The top 10 rising and declining prefixes from January and May 2012

As shown above, there should be 14 prefixes from AS25999, each sending approximately 8.36% more
updates in T ′′ than T ′. And indeed, when calculating the top 100 rising prefixes, there are 14 prefixes
from AS25999 found, ranking from 5 to 18 and rising around 8.36%. A quick analysis of the top 100
reveals more groups of prefixes with nearly the same δ and originating AS. For example:

AS31377: |n| = 8, ranks 29 to 36, δ ≈ +399000%

AS1273: |n| = 6, ranks 37 to 42, δ ≈ +230600%

AS28306: |n| = 5, ranks 67 to 71, δ ≈ +302%

On the whole this shows that prefixes may form groups with a common δ and originating AS. Perhaps
this could mean that all prefixes in any AS have a common δ.

5.4.3 AS9304

To get a better understanding of the unusual behaviour seen in peer AS9304 in May and June 2013,
the δp of all peer ASes p ∈ Speers can now be quantified. Table 6 shows the top 5 p ranked by absolute
δp when comparing January to May 2013.

Clearly there is an enormous increase of announcements going through AS9304. Its δp is so dis-
tinguishably high when compared to the rest, it reconfirms the believe that this is not usual be-
haviour.
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Rank p δp Percentage
01. 9304 +148941191 999.65%
02. 29049 +30750897 336.05%
03. 15469 +17505464 427.50%
04. 50300 +15144870 276.24%
05. 7018 +10389719 215.95%

Table 6: The top 5 rising peer ASes from January and May 2013

5.4.4 Years

Up until now the analyzed timeframes were close to each other in time. By studying vast timeframes
over the span of a few years, an improved picture of BGP trends may be realized. After all, more
data over a longer period of time results in a more relevant perspective when analyzing trends. Let
T ′ be the months January, May and September from the years 2005 and 2006. T ′′ has the same
months, but from years 2010 and 2011. By taking more months and increasing the difference in
years between T ′ and T ′′ the resulting graph looks different than before. Figure 15 clearly shows
that the biggest portion of nodes actually decreases in amount of updates. This is surprising because
according to Figure 4 the total amount updates should be growing over the years. Moreover the size
of Cpref is noteworthy:

|Cpref | = 162029

This is considerably smaller than the previous cores. Apparently many of the prefixes announced in
T ′ are not announced in T ′′ anymore. This means Cpref diminishes over the years. Furthermore the
amount of nodes exclusively in T ′ and exclusively in T ′′ should be more substantial.

ST ′ = T ′ \ T ′′

ST ′′ = T ′′ \ T ′

Figure 14 shows that the core is indeed less relevant in this case.

Figure 14: The amount of updates from nodes exclusively in T ′ (left), T ′′ (right) and in both (middle)

The reason for the small size of Cpref could be that prefix ranges are getting longer and longer.
Whenever a prefix in T ′ is much higher than in T ′′, the base address of the entire address changes
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as well. In that case the prefix will not be included in the core. For this reason Cpref might actually
be bigger than is portrayed here.

Cpref amounts for 202,814,326 updates in T ′ and 132,759,066 updates in T ′′. Not only is the core
smaller over extended periods of time, it becomes less chatty as well.

Figure 15: The distribution of differences in core prefix updates (log) from 2005/2006 and 2010/2011.
Only the months January, May and September are considered.

5.5 Detecting Level Shifts

Up until now the analyses of BGP routing data have shown that they are some irregular patterns.
The announcement rate is very volatile but looks to be steadily increasing over the years. In May
2013 a sudden elevated plateau of announcements is established by announcements going through
peer AS9304, which is of great interest. The sheer volume of this plateau is so high that it influences
the total announcement rate significantly. To obtain a better understanding of this plateau, a set of
nodes Splateau should be determined that causes this pattern. The current goal is to find a property
of the nodes in Splateau that clearly seperates them from other nodes not in Splateau. To summarize,
the following irregularities in May 2013 have been found so far:

1. A plateau of announcements going through AS9304 for nearly the entire month

2. A new plateau of chatty prefixes seen in the distribution in Figure 9

3. δp of AS9304 is remarkably high when compared to other p

Judging from the first two points, it would be reasonable to say that this enormous increase of
updates from Splateau is equally spread over the entire month of May. After all, |tn| ∈ Splateau per
day is relatively stable. The characteristic spread and high volume of the timestamps of these nodes
makes them distinctive from the rest.
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5.5.1 Burstiness

The spread of the timestamps of a node can be quantified using a measure of burstiness. First, lets
create a formal definition of burstiness

Burstiness: A burst βn ⊂ tn is a group of consecutive timestamps with shorter gaps in time than
timestamps before or after the burst.

A node is not bursty if its timestamps are fairly regular spaced out and do not depend on each other
(Poisson). Finding a way to measure the exact burstiness of a node is not so trivial [24]. For now it
suffices to find an simpler heuristic, since we are only interested in finding a distinctive property of
Splateau. Say there is a node n with timestamps

tn = {0, 1, 2, 3, 10, 11, 12, 13, 20, 21, 22, 23}

By the definition of burstiness there clearly are three bursts. Let the time between two timestamps
t1 and t2 be the interval

it1t2 = t2 − t1
The set of bursts in tn of consecutive timestamps is I with mean µI .

1. β′n = {0, 1, 2, 3}, µI = 1

2. β′′n = {10, 11, 12, 13}, µI = 1

3. β′′′n = {20, 21, 22, 23}, µI = 1

Now the simplest way to measure burstiness would be to count all the itxtx+1 < y for some appro-
priately small y. However it is not known beforehand what such an y would be. For now it is too
complicated to calculate y for all n ∈ Spref . In the example of three bursts, the µI of tn = 2.09.
All of the values in I differ from µI . Say the intervals between bursts would be longer, µI would be
higher, and the summed difference between each individual interval and µI would be even bigger.
Furthermore if some tx+1 is appended to βn and itxtx+1

< µI , then the summed difference between
each interval and µI would again be bigger. In both cases the burstiness and the summed difference
between each interval and µI increases.

Now say there is a node n2 with:

tn2 = {0, 5, 10, 15, 20, 25}

There are no actual bursts in tn2 because there are no consecutive timestamps with intervals lower
than the timestamps before and after that. This means t2 is not bursty at all. µI for t2 is exactly 5
and the summed difference between each interval and µI is exactly 0.

The repeated notion of summed differences between each interval and µI can be captured in the
variance of I. In essence this means the burstiness is correlated to the variance of the intervals
var(I).

5.5.2 Plotting Variance

Figure 16 reveals a lot of new information. Both figures represent a projection of the same dataset.
Each dot in Figure 16(a) expresses a node, or more specifically in this case, a prefix. Firstly, the set
of intervals In for each node n on 03-06-2013 is worked out. Afterwards all the individual var(In)
can be calculated. Secondly, count the amount of updates per node. Each node (x, y) is plotted on
the graph according to (var(In), |tn|). The color of each dot is determined by comparing the interval
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(a) Including the activeness
(b) Heatmap

Figure 16: The variance of intervals versus the amount of updates per node in 03-06-2013

Figure 17: Distribution updates over nodes on 03-06-2013

of the absolute first and absolute last timestamp of a node to the length of the day. Black means
it is active only for a very short period of time, while pink means the node started talking at 00:00
and ended at 23:59. Previous figures have shown that the amount of nodes on a single day can
be tremendously high. Thus figure 16(a) has a potential visual shortcoming. There is a possibility
that

∃n, n′ ∈ Spref (var(In) = var(In′) ∧ |tn| = |t′n|))
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Consequently some nodes may overlap each other, since their coordinates are the same. That is why
figure 16(b) is necessary to gain more insight in the density of areas of the graph. The spectrum
from blue (low) to red (high) serves as a measurement of the amount of nodes in that particular
area.

5.5.3 Clusters

By looking at both Figure 16(a) and 16(b), several clusters can be distinguished.

1. The most straightforward of them all is the one in the lower left corner. This is the set of nodes
with only one timestamp, and thus a variance of zero. The red color on the heatmap shows
there is a fairly large portion of nodes in this area. This cluster is represented in Figure 17 on
the far right on the x-axis.

2. All nodes with 1 < |tn| < 10. The greatest amount of nodes in this cluster have two timestamps.
Interestingly enough it looks like on average the variance is either ≈ 102 or ≈ 105. Moreover
there are not many timestamps with a prolonged activeness.

3. On the lower left, centered around (10, 40), there is a cluster of nodes with a low variance and
small amount of updates. The colors in this cluster range from black to slightly gray. Thus
the length of time these nodes are active is not so long. According to the green color on the
heatmap the amount of nodes in this cluster is small. The most obvious section to link this
cluster to is the drop after the second plateau, as shown in Figure 9(a).

4. A bit to the right of the center of the graph there is a cluster of a pink nodes. Apparently these
nodes have a very long timespan since their pink color is so bright. Moreover the volume and
variance of these nodes is rather high.

5. There is a set of nodes with a low activeness like cluster 3, but with a higher variance.

6. There is a set of nodes with a high activeness and a high variance.

Every cluster except 4 is considered usual background noise. The composition (spread and volume)
of these clusters changes per day, but they keep their distinctive characteristics. For example, cluster
3 has days in which it is fairly round like in Figure 16(a). On other days the volume of nodes in this
cluster decreases by such a great amount, that the cluster is barely recognizable anymore. 03-06-2013
has been picked as an example because the clusters are easily revealed here.

The cluster that is of great interest is 4, because it looks like it does not really belong there. It has a
particularly high volume of nodes when compared to the near surroundings in the graph. Furthermore
the bright pink color really sets it apart from the rest. This unusual cluster starts appearing near
the end of April 2013 and disappears halfway June. Thus the timespan of this cluster coincides with
the elevated plateau of AS9304. Moreover the volume of cluster 3 makes it really chatty and likely
to have a high δ. In this case it fulfills three of the typical characteristics of Splateau as mentioned in
Section 5.5. By determining all the nodes n ∈ Cluster4 it can be determined if Cluster4 ⊆ Splateau.
Lets define three characteristics for all nodes n ∈ Cluster4 just by looking at Figure 16:

1. 104 < var(I) < 106

2. 102 < |tn| < 103

3. An > 0.95
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(a) Amount of updates through AS9304 (b) Distribution of updates over nodes on 03-06-2013
without Cluster4

Figure 18: Level shift in April, May and June 2013

5.5.4 Nodes causing the level shift

Using this short list of requirements the set of prefixes in Cluster4 can be generated. This set
includes 12181 prefixes. Proving Cluster4 ⊆ Splateau is troublesome because the nodes in Splateau are
not exactly known. For now only the (potential) visual effects of Splateau are known. Lets assume
the negation of Cluster4 ⊆ Splateau and find a contradiction.

As the first step in the proof by contradiction, let Cluster4 6⊆ Splateau. It is known that the updates
of all nodes in Splateau together form the characteristic structure of an elevated plateau. According
to the first assumption, the nodes in Cluster4 do not contribute anything to the appearance of the
plateau, since the nodes in Cluster4 are not in Splateau. This means {Splateau \ Cluster4} = Splateau.
Consequently by visualizing {Splateau \ Cluster4} the plateau should be unchanged.

As can clearly be seen in Figure 18(a), the plateau {Splateau \ Cluster4} much less recognizable and
about 5 times less chatty than Splateau by itself. Moreover Cluster4 shows a plateau very much like
Splateau does. However it has just been argued that Cluster4 would have no impact on the appearence
of the plateau at all. This contradiction falsifies the first assumption Cluster4 6⊆ Splateau. Not only
does Cluster4 contain nodes which are in Splateau, Cluster4 also has a considerable share in the
composition of the plateau. This is because {Splateau \ Cluster4} does not deviate much from the
average rate of updates going through AS9304. As a result this shows that

Cluster4 ≈ Splateau

Which is reinforced more so by the fact that the first new plateau has disappeared from the distri-
bution of updates in Figure 18(b). Do note that the two sets cannot be exactly equal because both
of them have been determined by visually analyzing graphs. This leads to the following uncertain-
ties:

1. The nodes in Splateau are not exactly known

2. The three characteristics defined for Cluster4 may leave out some nodes that are relevant

All things considered, the method above describes a way of detecting prolonged irregularities in the
BGP signal. These level shifts are not part of the baseline of BGP but do contribute a significant
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amount of updates. Identifying level shifts is not a trivial task since they have no generic charac-
teristics. The method discussed in here relies on manually analyzing graphs and finding irregular
patterns. Essentially the volatility, unpredictability and massive volume of BGP updates makes it
hard to develop an automated way of detecting anomalies [25]. So for now detecting clusters of nodes
by eye has the preference.

5.5.5 Causation

In the previous section a list of prefixes for Cluster4 has been generated. It turns out these prefixes
have a property in common. RIPEstat allows a lookup of the geographic location of the AS an prefix
has been announced from [23]. The top 10 countries are listed in Table 7.

Country Code Country Amount of Nodes
1. RU Russia 7855
2. KZ Kazakhstan 1022
3. ZA South Africa 818
4. CN China 568
5. SE Sweden 275
6. HK Hong Kong 140
6. BY Belarus 132
6. UZ Uzbekistan 129
6. UA Ukraine 128
6. KE Kenya 125

Table 7: The p-values of the Pearson correlations between the amount of Announcements, Prefixes,
Originating ASes and AS Paths

Interestingly Russia is at the top with an exceptionally high number of nodes. It is followed by
countries that are geographically close to it, except for South Africa, Sweden and Keya. Upon
further investigation all n ∈ Cluster4 from Russia are announced from one very specific spot in
Russia, see Figure 19.

Figure 19: Geographic location of the nodes from Custer4. Latitude: 60, Longitude: 100.
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(a) 3 to 14 June 2013
(b) 14 June 2013

Figure 20: Update growth per node versus amount of updates heatmap

The n from other countries close to Russia have paths going through this specific place in Russia as
well. This is checked using the following method:

1. Generate a list of all known AS paths in Cluster4

2. Generate a list of all originating AS paths in Cluster4 not from Russia

3. Crossreference both lists and check for each originating AS all the nodes for all its AS paths

4. If any of the nodes on the AS paths goes through that specific place in Russia, flag it

The fact that all the n ∈ Cluster4 originate from or have paths going through one specific spot in
Russia, means the reason for the behaviour of Cluster4 can be attributed to this very place.

5.5.6 Other irregularities

Besides detecting level shifts, these steps can also detect other irregularities. For example, a level
shift with a vast amount of updates can be seen starting from the 14 to 27 June 2013. Lets call
the set of nodes causing this level shift Sx. As shown in Figure 20(a) the cause of this increase
are definitely not the nodes in Splateau, since all nodes going through AS9304 only make up a small
portion of the total update rate during the time of Sx. By analyzing this period using the detection
methods that just have been described, some interesting patterns are found.

First of all, there are no new top talkers. AS9304 is still the top talking peer by far. This makes
the level shift different already from Splateau. The distributions show no unusual plateaus or drops
either, although it looks as if the usual plateau is longer and more flat than normal. Plotting Cpref
in Figure 20(a) from 3 and 14 June 2013 reveals a increase of around 70 updates for the majority of
n ∈ Cpref . Only by inspecting all var(In) and An it becomes very clear that something is different.
Figure 20(b) shows a heatmap of a day during the level shift of Sx. Apparently the existence of the
six usual clusters defined in section 5.5.3 is not entirely evident here. Cluster4 is still visible and has
the usual composition. Most remarkable is the very high amount of n ∈ Cluster6. All n from other
clusters have moved to Cluster6.
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The fact that such a huge portion of the nodes starts talking quite a lot more for such a period of
time is astounding. It is very unlikely that all originating ASes together would start talking a lot
more at the same time. Furthermore there is not one distinct top talking peer AS, but there are
several. The exact cause of these patterns is unknown for now.

5.6 Layers

5.6.1 Duplicates

The BGP update rate can be divided into several clusters by using a new measurement for burstiness.
The pair (var(In), |tn|) does not tell much about the reason why a node has that particular burstiness.
Take five typical n ∈ Cluster6 (high An, high var(In)) on 3 June 2013 and count the number of
intervals i ∈ I which are equal to zero:

n var(In) |tn| |i ∈ I(i = 0)|
123.201.28.0/24 20279021 55 26
103.23.160.0/22 48178410 71 22
193.180.236.0/24 26632839 52 20
202.158.136.0/24 13466106 81 19
103.30.48.0/22 43931512 78 19

Table 8: Five prefixes from Cluster6 on 03 June 2013

As Table 8 shows there are some prefixes with a high amount of intervals equal to zero. Since
timestamps in BGP are rounded to seconds, this means those updates arrived within a second of
each other. The reason why there are consecutive updates of a single prefix is not immediately clear.
There are two possible arguments:

1. The consecutive updates are redundant. No additional important information is received.

2. The consecutive updates are relevant. Some new information can be deferred from the updates.

In the first case, the consecutive updates are irrelevant and could be discarded. This would mean
there probably is a configuration error in a node close to the collector. In the second case, the
consecutive updates actually have some influence on the way packets are routed and should therefore
not be discarded. In any case, this is worth looking at because it gives valuable insight into the
composition of the BGP update rate. From Table 8, lets take the first prefix and analyse some
updates close together in time.

5.6.2 Community Information

t ∈ tn peer IP address AS Path MED Community Information
1 1370234960 208.51.134.248 3549 6453 4755 45820 18207 2594 3549:2016 3549:30840
2 1370234960 208.51.134.248 3549 6453 4755 45820 18207 3073 3549:2455 3549:30840
3 1370234965 212.25.27.44 8758 3356 6453 4755 45820 18207 0 3356:2 3356:22 3356:86 [...]
4 1370234965 213.200.87.254 3257 6453 4755 45820 18207 10 3257:8092 3257:30115 [...]
5 1370234967 193.0.0.56 3333 1299 9498 9730 18207 0 -

Table 9: Five updates for prefix 123.201.28.0/24 on 03 June 2013
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The first two n have an in of exactly 0. They both come from the same peer AS3549. Their only
differences are the Multi-Exit Discriminator and Community Information. The other three updates
arrive very shortly after that, but have different AS paths. The first two updates are surprising.
After all it does not make much sense for peer AS3549 to forward two updates with the same prefix
and AS path. Most BGP routers are configured to not forward any duplicate updates. Given the fact
that AS3549 is a significant top peer talker (Section 5.2.1) and consecutive updates like these happen
more often [20], it can be concluded that these updates are not exactly duplicates. Apparently the
MED and Community Information is relevant enough for two updates to be send.

Figure 21: An possible scenario of collecting a seemingly duplicate update

Figure 21 depicts a possible situation in which one update A is sent from AS18207. When update
A reaches Peer Router 2 (PR2) in AS3549, the following steps on the update are applied:

1. Strip the community information

2. Append new community information specific to AS3549

3. Forward update A to PR1 and PR2

Both PR1 and PR3 receive an update with the same prefix and AS path, but with different community
information. Thus they regard these updates as different. Afterwards both PR1 and PR3 propogate
update A to the Monitor on different links. This means the Monitor receives update A.1 on Monitor
Router 1 (MR1) and A.2 on MR2. The monitor notices the different community information for
these updates and treats them uniquely. Subsequently RRC00 collects both updates. Which of the
two updates the Monitor eventually saves in the RIB is depending on the MED, the Community
Information and its own policies. Usually the update with the lowest MED is preferred. The
interesting aspect of this possible scenario is that only one update has been sent by AS18207, but
two are collected.
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5.6.3 Community Updates

Up until now all analyses have been done directly on the raw data collected by RRC00. However
as just has been discussed it is possible for one update to eventually be collected as two (or more)
updates. Although this is a consequence of the way BGP works, it can greatly influence the way BGP
dynamics are perceived. In order to get an idea of how many updates are actually caused by this
unintended interaction between eBGP and iBGP [20], it is useful to count the community updates
per AS path for a timeframe T . This is done by keeping track of the last community information seen
for a given AS path, and counting the number of times a new update will have different community
information.

Figure 22: The amount of updates, community updates and empty community updates from 2005
to 2013

From Figure 22 it can be seen that the amount of community updates grows in a similar fashion like
the amount of announcements. Moreover the amount of updates with their community information
entirely stripped by a peer shows similar patters as well. The correlations (both 0.85) in Table 10
confirm the believe that the rate of community updates and empty community information updates
are related to the announcement rate. This can partly be explained: a community update is behaviour
inherent to the way BGP works. If a node sends an update, there is a chance it branches somewhere
along the way of an AS path. If more announcements are send, more community updates will take
place. Similarly some peers are configured to strip all community information before forwarding
an update. If the amount of announcements rises, the amount of updates with empty community
information rises correspondingly.

Announcements Community Updates Empty Community Info
Announcements 1.000 0.85 0.85
Community Updates 0.85 1.000 0.55
Empty Community Info 0.85 0.55 1.000

Table 10: The p-value of the Pearson correlation between Announcements, Community Updates and
Empty Community Information from 2005 to 2013
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5.6.4 Events

Since the Community field provides a way of looking at the dynamics of BGP, it deserves a closer
look. When looking at the update 3 and 4 in Table 9 it can be seen that updates do not necessarily
have to split at a peer. These two updates arrive at the same time, and have an overlapping right
half of the AS path. This means they would follow the same path

AS18207→ AS45820→ AS4755→ AS6453

in the beginning. Since both updates arrive at the same time and have a common subroute in the AS
path, it is reasonable to assume that they have branched from one single update. In this case AS6453
would be responsible for the branching of the update. Additionally it has been shown in section 5.5.2
that BGP updates can be rather bursty. A possible reason for this could be the branching of updates
at certain ASes. By identifying these bursts and grouping their updates together, the underlying
dynamics of originating announcements are revealed.

Let a prefix n ∈ Spref have two states, ON and OFF . By definition a node n has at least one
announcement. Let such an announcement be caused by an Event En. Any of these conceptual an-
nouncements may branch at some point into more announcements before they all reach the collector.
Any announcement an arriving at the monitor is registered as an actual new event En if it meets all
of the following requirements

1. The node n is in OFF state

2. The AS path in an is different from the currently known AS path for n

3. an is not a community update for the AS path

Once a new En is registered, n is considered to be in the ON state. It stays in the ON state until
there have not been any incoming an for a specified timeout tout. If no new an have been registered
for tout seconds, n switches back to OFF . n stays in the ON state if there are an arriving with
intervals less than tout. This flow is described in Figure 23.

Figure 23: Event state transition diagram

This model is very similar to the model described by [21]. The difference is in the criteria for a n
to switch to ON . In the new model, the announced AS path should not be an community update.
As explained in section 5.6.3, a community update for an AS path could just reflect an interaction
between iBGP and eBGP. Since the purpose of this model is to group relevant an together and
capture an abstraction of originating announcements, a mere community update is not significant
enough to be registered as a new event.
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(a) 15 January 2012 (b) 01 June 2013

Figure 24: Distribution of inter-arrival time of path change updates without community updates

5.6.5 Timeout

Determining a proper value for tout is not trivial, but is crucial for correctly clustering updates. If
the value is too small, a real event will be perceived as a series of smaller events. If the value is
too big, several events may be grouped together which do not belong to each other at all. In the
original model values of 300 and 1200 seconds were used. These values were derived by analyzing
the “distribution of inter-arrival time of path change updates”. Since this was done in 2004, it is
worth it to calculate these values again. This time the community updates for an AS path are not
considered for the intervals of path changes.

Figures 24(a) and 24(b) show the distributions of two days. To improve readability the graphs
limit the intervals to 500 seconds. The portion of intervals higher than 500 seconds is insignificant.
Interestingly the greatest amount of intervals is lower than 50 seconds. This could be explained by
the lack of MRAI timers in recent configurations of ASes [6] and obviously the additional community
updates filter. By picking a value for tout of 70 seconds, an substantial amount of updates likely to
be related will be captured in a single E. This value is also used by others [26].

5.6.6 Visualizing Events

Let the set of n for which each n is in ON state be Son and for OFF similary Soff . To get an idea of
the way Son and Son behave on a given day, counting the amount of nodes in both sets is essential. By
keeping track of |Son| it is possible to measure the following characteristics for a timeframe T :

• |E|: the total amount events or transition changes from OFF to ON

• max(ON): the maximum amount of nodes which are simultaneously ON

• avg(ON): the average amount of nodes which are simultaneously ON in five minute periods

• med(ON): the median amount of nodes which are simultaneously ON in five minute periods

Figure 25 shows |E| from 2005 to 2013 and |an| as a reference. The correlation between the two is
high: 0.81. By logical reasoning this makes sense. An event En always results in at least one an
arriving at the monitor. If |E| goes up, an should go up by at least the same amount. If |E| goes
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Figure 25: The amount of events and announcements from 2005 to 2013

(a) 2005 to 2013 (b) 2013

Figure 26: The ratio of the amount of announcements and events from

down, an probably but not necessarily goes down as well. It might be the case that |E| declines, but
there exists an E which suddenly introduces a much greater amount of an than before. Interestingly
the gap between the two rates (|an| − |E|) looks to be relatively stable until 01-01-2012.

Figure 26 shows the ratios between |an| and |E| from 2005 to 2013 and 2013 alone. Apparently the
ratio is usually around 5 announcements per event on average. Furthermore there are periods of time
when this ratio is greatly out of balance. At the end of 2009, beginning of 2011 and in 2012 there
are many days where an event can cause more than 15 announcements, with some days close to 30.
The volatility of the ratio in 2012 is in strong contrast with the stable ratio in 2013. This means
announcements in 2013 are much less branched or amplified somewhere along the AS path. The
exceptionally high spikes in 2012 could be attributed to configuration errors or big routing events
during any of its days.

From Figures 27(a) and 27(b) it can be seen that avg(ON) and med(ON) follow the usual growth
pattern as seen on |an| and |E|. Again the plateau of caused by Splateau as discussed in Section 5.2.2
is clearly visible in April, May and June 2013. Moreover it is remarkable that avg(ON) clearly is
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(a) 2005 to 2013 (b) 2013

Figure 27: The average and median amount of nodes simultaneously ON in five minute periods

(a) The amount of Events during 01-01-2007, the mean
(green) and median (red)

(b) The ratio of the mean and median from 2005 to
2013

Figure 28

much higher at any day than med(ON). This means that the frequency distribution of |E| is skewed
to the left. Thus during any day |E| is usually rather low. However there are (multiple) moments at
which |E| peaks and causes avg(ON) to shift upwards. The fact that avg(ON) does not go below
med(ON) at any day, is surprising. In essence this implies that there are no deep valleys in the rate
of events.

This is shown by Figure 28(a) in more detail. On 01-01-2007 the mean clearly is a lot higher than
the median. There are five distinct peaks, yet no analogous valleys. In this case the median actually
depicts a very good measurement for the “center” of the graph. Most of the values are really close
to this line. On the other hand the average is heavily influenced by a few high peaks. Furthermore
Figure 28(b) shows the ratio between mean and median from 2005 to 2013. With the exception of
one day in September 2013, the ratio of the median and mean stays between 100 and 2 × 101. The
fact that this ratio behaves in a fairly constant manner over the years implies that it is not affected
by the growth in amount of updates as seen in Figure 25.

44



6 Aggregated Analysis and Conclusions

Up until now a lot of data, graphs and analyses have been presented. Although some conclusions have
already been formed, the bigger picture is not yet very clear. All the different subsections manifested
in the Results section contribute in a unique way to the essence of this paper. The research questions
were clearly defined in Section 1.2:

• Is it possible to partition the BGP data collected by RRC00 into several distinct layers?

• Why does BGP grow at such a lower rate than the size of the routing table?

• How are irregularities reliably detected?

The first section has shown that BGP is extremely volatile. There are a few distinct peaks caused
by session resets. The amount of updates changes so much per day that is it not easy to reveal a
constant pattern. The exact composition of the nodes in the core and list of top talkers varies wildly
as well. So it is not possible to find regular patterns by analyzing individual nodes or prefixes. On
the other hand the peers did show some regularities. In essence this is all caused by the vastness
of BGP. The sheer amount of nodes, prefixes and possible AS paths makes it very hard to inspect
BGP at a detailed level. Efforts to group single nodes of BGP together was to no avail. Therefore
it makes sense to look at BGP behaviour as a whole, and work our way downwards. This top-down
approach proved to be more effective in identifying patterns.

6.1 Top-down

Distributions of updates over nodes and prefixes gives insight in the general dynamics of BGP. A
pattern emerges that is seen across most of the distributions. There are a few nodes with a great or
little impact, and many of them with just lie somewhere in the middle, but very close to each other.
The evolution (change in updates over the years) of nodes works in the same fashion.

Additionally it is possible to obtain an approximate measure of the burstiness of a node by calculating
the variance of its timestamps. Plotting this along with its amount of updates and activeness gives
a pattern which is seen throughout the years. The pattern consists of six distinct clusters seen on
the graph. These clusters are easily identifiable by visually analyzing the graphs.

Last but not least by analyzing the amount of events during any day, a baseline pattern is emanate.
Although there are heavy fluctuations, there is one aspect clearly recognizable over time. The average
is always higher than the median amount of events. This is caused by short but high peaks of events.
Furthermore there are no apparent valleys observed in any of the days, which means there is a special
baseline of updates. Although there is a chance of a valley occuring at some point, the outright vast
amount of nodes makes this change very low.

These three “fingerprints” of BGP are prevalent in all of the observed days.

6.2 Monitoring

In order to detect irregularities in the update rate of BGP, these fingerprints are of great use.
Since these fingerprints are commonplace, anything that significantly deviates from them should be
brought to our immediate attention. Throughout this paper two significant irregularities have been
presented:

• The sudden accelerated boost in |p| and |a| halfway through 2011
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• The level shift in April, May and June 2013 caused by specific nodes in and near Russia.

Both irregularities have one important distinction: the level shift is transient and characteristic for
a subset of nodes, while the accelareted boost is seemingly permanent and widespread. This means
level shift is caused by a specific set of nodes and is stopped at some point in time. On the other
hand the increase of the growth factor of |p| and |a| looks to be permanent and originating from a
broader cluster, namely pforwhich(19 < ps < 25.

The method used determine the cause of the level shift has some very clear steps which lead to the
desired result. Although it is hard to automate the detection of level shifts, it is possible to manually
monitor for their existence. Network operators could use this to detect irregularities and high volume
level shifts on a day to day basis.

• Keep track of the top talking entities (peers, nodes, prefixes) day by day. Any entity with high
δ and |a| over a long period of time (plateau) indicates a level shift.

• Analyze the distribution of updates over all nodes. Normally over the time of a month, form
left to right, the graph begins with a very high amount of updates, followed by a steep decline
and a gentle curve to a plateau. The graph ends again with a steep decline towards one update.
Any prolonged irregularities in this pattern, e.g. additional plateau’s, are indicators of a level
shfit.

• Monitor Cp, Cn and Cpeer the same way. Keep track of enitities with high δ.

• For each node, visualize the burstiness βn and activeness An in one plot. Determine the usual
background noise and find any suddenly (dis)appearing clusters.
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7 Summary

The analyses have shown that the BGP update rate is very volatile. There are high peaks occuring
throughout the years. Moreover level-shifts can give a distorted view on the actual baseline update
rate. The sheer volume of updates makes it very difficult to analyse the dynamics of BGP with just
simple scripts. By looking at individual entities in the data there are no clear patterns to be found.
The set of originating ASes and prefixes detected in updates changes over time. The “core” of nodes
diminishes over time. Although there is some consistency in the top talking peers, the top talking
originating ASes and prefixes show no reliable pattern.

Only by looking at BGP as a whole it becomes apparent that there are some patterns. The update
distribution shows a smooth curve which is characteristicly present throughout the years. The distri-
bution of the growth of the core shows similar characteristics. By measuring the burstiness of nodes
it is possible to assess a “fingerprint” of BGP with five distinct clusters. The visual representation of
these clusters is very constant over the years. By analyzing these plots and spotting anything other
than these typical BGP characteristics, abnormalties can be found. This can be used to detect level
shifts and possible configuration errors at an early stage.
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A Appendix A

A.1 Graph Files

Each daily .graph file includes the following sections made up by many lines, sorted from high to
low amount of updates (N). Do keep in mind that these numbers correspond to the amount of raw
updates received by RRC00. Since this is a multi-hop collector, this will include a lot of duplicate
updates.

peer update|X|N Received N updates from peer AS X

peer announcement|X|N Received N announcements from peer AS X

peer withdrawal|X|N Received N withdrawals from peer AS X

origin announcement|X|N Received N announcement from origin AS X

as path|X|N Received N AS Paths X (top 1000 )

prefix|X|N Received N Prefixes X

as path prefix|X|N Received N AS Paths:Prefix X (top 1000 )

After each section the total amount of N is displayed:

announcements The total amount of announcements

withdrawals The total amount of withdrawals

top 10 prefix announcements The total amount of announcements from the 10 chattiest prefixes

events The total amount of events

max events The maximum amount of concurrent events

min events The minimum amount of concurrent events

median events The median of the amount of concurrent events

mean events The mean of the amount of concurrent events

var events The variance of the amount of concurrent events

std events The standard deviation of the amount of concurrent events

prefixes The total amount of prefixes

empty com The amount of updates with no community information

com update The amount of updates with community information not empty

nag The amount of updates with non aggregated ASes

ag The amount of updates with aggregated ASes

incomplete The amount of incomplete updates

igp The amount of updates caused by an IGP effect

egp The amount of updates caused by an EGP effect

as paths The total amount of distinct AS paths
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origin ases The amount of distinct originating ASes

suffix For all suffixes [1..64] on a new line, the amount of updates

A.2 Layer Files

Each daily .layers file includes the following sections, along with the total amount of updates

peer update|X|N Received N updates from peer AS X

After each section the total amount of N is displayed:

total [section]|N Received N in total

B Appendix B

B.0.1 graph.py

This script takes a city name, start year, end year and graph type (origin announcement, prefix,
as path or as path prefix). It loops recursively over all .graph files found in the directory city and
reads them line by line. If the current line equals the specified graph type, it stores the amount (N)
for each type (X) in a dictionary. In the case of prefixes, it also keeps track of the amount of ipv4
and ipv6 prefixes. A user specified subset of X is plotted using time (years) on the x-axis versus
amount (N) of graph type on the y-axis. This way the growth or decline trends of BGP updates can
be analysed.

B.0.2 growth.py

This script takes a type X and two seperate directories with .graph files and compares the content.
The start set is defined as a list of AS numbers, prefixes or AS paths which are present in the first
directory. The end set works the same way. The core set is the intersection of the start and end set.
The growth of the start, end and core set is measured and its distribution plotted. This way the
consistency of the content of BGP updates can be measured.

B.0.3 hist.py

This script takes a type X and directory. Again it reads all .graph files and filters and sorts the
content on type and amount. Then it plots the distribution of the amount of days all X are active, or
the distribution of the amount of updates all X have sent. This way an insight in averages, medians
and quantiles over the speicified set is gained.

B.0.4 top.py

This script takes a directory containing the .graph files. It sorts all the data on amount or active
days and outputs the top 10 of all types.
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